
due to a decrease in the density of presynaptic

Ca2þ channel clusters. It is conceivable that

BRP tightly surrounds but is not part of the T-

bar structure, contained within the unlabeled

center of donuts. BRP may establish a matrix,

required for both T-bar assembly as well as the

appropriate localization of active zone compo-

nents including Ca2þ channels, possibly by

mediating their integration into a restricted

number of active zone slots (27). Related mech-

anisms might underlie functional impairments of

mammalian central synapses lacking active zone

components (28) and natural physiological dif-

ferences between synapse types (17). Electron

microscopy has identified regular arrangements

at active zones of mammalian CNS (central

nervous system) synapses (Bparticle web[) (29)
and frog NMJs (Bribs[) (30), where these struc-
tures have also been proposed to organize Ca2þ

channel clustering. At calyx of Held synapses,

both a fast and a slow component of exocytosis

have been described (31). The fast component

recovers slowly and is believed to owe its pro-

perties to vesicles attached to a matrix tightly

associated with Ca2þ channels (32), whereas the

slow component recovers faster (31) and is

thought to be important for sustaining vesicle

release during tetanic stimulation. In agreement

with this concept, the absence or impairment of

such a matrix at brp synapses has a profound

effect on vesicle release at low stimulation fre-

quencies, but this effect subsides as the fre-

quency increases (Fig. 3A). The sustained

frequency of mEJCs at brp synapses could be

explained if spontaneous fusion events arise

from the slow release component (33) or a

pathway independent of evoked vesicle fu-

sion (34).

Synapses lacking BRP and T-bars exhibited

a defective coupling of Ca2þ influx with vesicle

fusion, whereas the vesicle availability did not

appear rate-limiting under low frequency stim-

ulation. The activity-induced addition of pre-

synaptic dense bodies has been proposed to

elevate vesicle release probability (35). Our

work supports this hypothesis and suggests an

involvement of BRP or related factors in syn-

aptic plasticity by promoting Ca2þ channel

clustering at the active zone membrane.

References and Notes
1. R. G. Zhai, H. J. Bellen, Physiology (Bethesda) 19, 262

(2004).
2. B. Katz, R. Miledi, Proc. R. Soc. London Ser. B 161, 496

(1965).
3. E. Neher, Neuron 20, 389 (1998).
4. H. L. Atwood, S. Karunanithi, Nat. Rev. Neurosci. 3, 497

(2002).
5. Y. H. Koh, L. S. Gramates, V. Budnik, Microsc. Res. Tech.

49, 14 (2000).
6. D. A. Wagh et al., Neuron 49, 833 (2006).

7. T. Wucherpfennig, M. Wilsch-Brauninger, M. Gonzalez-
Gaitan, J. Cell Biol. 161, 609 (2003).

8. T. Ohtsuka et al., J. Cell Biol. 158, 577 (2002).

9. Y. Wang, X. Liu, T. Biederer, T. C. Sudhof, Proc. Natl. Acad.
Sci. U.S.A. 99, 14464 (2002).

10. T. A. Klar, S. Jakobs, M. Dyba, A. Egner, S. W. Hell, Proc.
Natl. Acad. Sci. U.S.A. 97, 8206 (2000).

11. S. W. Hell, Nat. Biotechnol. 21, 1347 (2003).
12. C. J. Feeney, S. Karunanithi, J. Pearce, C. K. Govind, H. L.

Atwood, J. Comp. Neurol. 402, 197 (1998).
13. G. Qin et al., J. Neurosci. 25, 3209 (2005).
14. E. F. Barrett, C. F. Stevens, J. Physiol. 227, 691

(1972).
15. R. S. Zucker, W. G. Regehr, Annu. Rev. Physiol. 64, 355

(2002).
16. H. L. Atwood, Nature 215, 57 (1967).
17. A. Rozov, N. Burnashev, B. Sakmann, E. Neher, J. Physiol.

531, 807 (2001).
18. J. S. Dittman, A. C. Kreitzer, W. G. Regehr, J. Neurosci.

20, 1374 (2000).
19. B. Katz, R. Miledi, J. Physiol. 195, 481 (1968).
20. H. von Gersdorff, R. Schneggenburger, S. Weis, E. Neher,

J. Neurosci. 17, 8137 (1997).
21. M. R. Bennett, L. Farnell, W. G. Gibson, Biophys. J. 78,

2201 (2000).

22. E. M. Adler, G. J. Augustine, S. N. Duffy, M. P. Charlton,
J. Neurosci. 11, 1496 (1991).

23. F. Kawasaki, R. Felling, R. W. Ordway, J. Neurosci. 20,
4885 (2000).

24. H. Kuromi, A. Honda, Y. Kidokoro, Neuron 41, 101
(2004).

25. F. Kawasaki, B. Zou, X. Xu, R. W. Ordway, J. Neurosci. 24,
282 (2004).

26. T. M. Rasse et al., Nat. Neurosci. 8, 898 (2005).
27. Y. Q. Cao et al., Neuron 43, 387 (2004).
28. W. D. Altrock et al., Neuron 37, 787 (2003).
29. G. R. Phillips et al., Neuron 32, 63 (2001).
30. M. L. Harlow, D. Ress, A. Stoschek, R. M. Marshall, U. J.

McMahan, Nature 409, 479 (2001).

31. T. Sakaba, E. Neher, Neuron 32, 1119 (2001).
32. T. Sakaba, A. Stein, R. Jahn, E. Neher, Science 309, 491

(2005).
33. J. Trommershauser, R. Schneggenburger, A. Zippelius,

E. Neher, Biophys. J. 84, 1563 (2003).
34. Y. Sara, T. Virmani, F. Deak, X. Liu, E. T. Kavalali, Neuron

45, 563 (2005).
35. J. M. Wojtowicz, L. Marin, H. L. Atwood, J. Neurosci. 14,

3688 (1994).
36. J. Dudel, Pflugers Arch. 391, 35 (1981).
37. C. Pawlu, A. DiAntonio, M. Heckmann, Neuron 42, 607

(2004).
38. We thank E. Neher for comments on the manuscript and

C. Quentin for technical support. S.J.S. (SI 849/2-1,
SFB406/A16, and Research Center for Molecular Physi-
ology of the Brain Göttingen), M.H. (HE 2621/4-1), and
E.B. and D.A.W. (SFB581/B6 and GRK200/3) were
supported by the Deutsche Forschungsgemeinschaft;
S.W.H., by the German Ministry of Research (BMBF); and
T.M.R., by a Max Planck Fellowship. The European
Neuroscience Institute Göttingen (ENI-G) is jointly funded
by the Göttingen University Medical School, the Max
Planck Society, and Schering AG.

Supporting Online Material
www.sciencemag.org/cgi/content/full/1126308/DC1
Materials and Methods
Figs. S1 to S3
References

16 February 2006; accepted 4 April 2006
Published online 13 April 2006;
10.1126/science.1126308
Include this information when citing this paper.

A Systems Approach to Mapping DNA
Damage Response Pathways
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Owen Ozier,2 Thomas J. Begley,3 Leona D. Samson,4 Trey Ideker1†

Failure of cells to respond to DNA damage is a primary event associated with mutagenesis and
environmental toxicity. To map the transcriptional network controlling the damage response, we
measured genomewide binding locations for 30 damage-related transcription factors (TFs) after
exposure of yeast to methyl-methanesulfonate (MMS). The resulting 5272 TF-target interactions
revealed extensive changes in the pattern of promoter binding and identified damage-specific
binding motifs. As systematic functional validation, we identified interactions for which the target
changed expression in wild-type cells in response to MMS but was nonresponsive in cells lacking
the TF. Validated interactions were assembled into causal pathway models that provide global
hypotheses of how signaling, transcription, and phenotype are integrated after damage.

E
xposure of cells to chemical and physical

damaging agents can result in DNA

lesions that contribute to the onset of can-

cer, aging, immune deficiencies, and other de-

generative diseases (1). DNA damage is sensed

by a highly conserved mechanism involving the

ATM/ATR protein kinases in humans (ataxia-

telangiectasia mutated/ataxia-telangiectasia and

Rad3-related; homologous to Tel1 and Mec1 in

yeast). These aggregate at DNA lesions (2) and

activate signaling cascades that include the

Chk protein kinases (Chk1, Rad53, and Dun1 in

yeast). Chk kinases, in turn, trigger both tran-

scriptional and transcription-independent re-

sponses, including activation of DNA repair

machinery and cell-cycle arrest (1).

Beyond the known DNA repair genes, ge-

nomewide expression profiling in yeast has

identified several hundred genes (3–5) whose

expression is increased or decreased in response

to alkylation damage by methyl-methanesulfonate

(MMS). At the level of growth phenotype, sys-
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†To whom correspondence should be addressed. E-mail:
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tematic deletion studies have also identified several

hundred genes that are required for normal

recovery from alkylation damage (6–8). Surpris-

ingly, the set of genes that, when deleted, affect

damage recovery is not enriched for genes whose

transcript levels change upon damage exposure

(7, 9). Thus, neither transcriptional profiling

alone, nor genomic phenotyping alone, adequate-

ly defines the cellular response to DNA-damaging

agents. However, these studies do suggest that the

DNA damage response involves multiple levels of

regulation, affecting not only DNA repair genes

but also genes that influence protein and lipid

turnover, cytoskeleton remodeling, and general

stress pathways.

To construct a global model of yeast tran-

scriptional networks activated by MMS, we

applied a systems approach (10) that integrated

data from genomewide chromatin immunopre-

cipitation (ChIP) assays, expression profiling,

systematic phenotyping, and protein interaction

databases (Fig. 1). First, we performed a

systematic screen for transcription factors

(TFs) involved in the MMS response. TFs were

chosen from a set of 141 yeast DNA binding

factors (11) and were selected according to any

one of three criteria (Fig. 2A). These criteria

were TF expression (that is, the TF was dif-

ferentially expressed after exposure to 0.03%

MMS); expression of bound genes Ethat is, the
TF had been previously shown (11) to bind the

promoters of genes that were differentially

expressed in the above MMS experiment^; or
sensitivity Ethat is, deletion of the TF gene, if

not lethal, caused growth sensitivity in MMS

relative to that in nominal conditions (fig. S1)^.
A set of 23 TFs was identified (Fig. 2A). Four

TFs were implicated by multiple criteria (Yap1,

Gcn4, Fkh2, Swi5), and three were encoded by
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Fig. 1. Overview of the systems approach (see
text).

Fig. 2. TF selection and
ChIP-chip experiments. (A)
Results of the four criteria
used to select the 30 TFs
[TF (T) expression, expres-
sion of bound (B) genes,
sensitivity (S), or literature
(L); see text]. In column T,
a ‘‘þ’’ or ‘‘j’’ represents
increased or decreased
expression, respectively.
For column S, a ‘‘*’’
denotes essential TFs. (B)
Number of gene pro-
moters bound by each TF.
The three regions repre-
sent promoters bound ex-
clusively in the absence of
MMS (blue), presence of
MMS (orange), or in both
conditions (green). The
proportion of genes in
each region was compared
to a negative control data
set using Fisher’s exact
test (16). A red square
in the left column (PC,
‘‘Contracted’’) indicates
that the proportion
absence/both is signifi-
cantly higher than ex-
pected in the negative
control. Similarly, red in
the right column (PE, ‘‘Expanded’’) indicates that the proportion presence/both is higher.
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Table 1. DNA sequence motifs found in promoters bound in only one condition.

Consensus sequence* Promoter set†
No. of

promoters with
motif (jMMS)‡

No. of
promoters with
motif (þMMS)‡

Motif source§

Motifs found in jMMS but not þMMS¬
TGACTC Gcn4 20/31 0/5 GCN4¶, BAS1#
ATTAGTAAGC Cad1 18/26 0/69 CAD1#
cGGGGG Hsf1 35/143 1/41 ADR1#
CGGGGCACnCTcStCCG Hsf1 43/143 3/41 GAL4¶, PUT3#
TTCtannnnnTTC Hsf1 44/143 7/41 HSF1#
CCGGtACCGG Hsf1 37/143 0/41 LEU3#
CGGCGCCCGCGAn Hsf1 43/143 6/41 RFA2
GCCSnGSCC Hsf1 40/143 1/41 SKN7#
GCGGCnnnGCGGC Hsf1 39/143 2/41 STP1#
ACCCGTACAt Yap5 44/104 0/3 SFP1#

Motifs found in þMMS but not –MMS**
TMSCTGCAAAnTT Gcn4 0/31 5/5 Predicted (ANN-Spec)
GCTCGAAAA Ndd1 3/30 12/15 Predicted (ANN-Spec)
TGAYTAACn Sko1 7/153 11/14 Predicted (ANN-Spec)
TnTCnCTCAT Swi5 6/61 9/10 Predicted (ANN-Spec)
GCGGCnnnGCGGC Pdr1 0/2 21/48 STP1#
GCSGGGnCGG Pdr1 0/2 19/48 SUT1#

*Letter based on IUPAC code; lowercase used when information content G 0.3 bits per position. †The set of promoters
bound by each TF was analyzed for the presence of known and novel motifs. ‡Motif presence was scored using ANN-Spec
at a threshold that predicted sites at a rate of G10j4 over all intergenic regions. §Predicted motifs were identified using
ANN-Spec. Known motifs were drawn from the SCPD database (¶) or from Harbison et al. (17) (#). ¬Enriched in jMMS-
only promoters (hypergeometric P e 10j7) but not in þMMS-only (P 9 10j2). **Enriched in þMMS-only promoters
(hypergeometric P e 10j7) but not in –MMS-only (P 9 10j2).
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essential genes (Hsf1, Mcm1, Ndd1). Two of

the 14 MMS-sensitive TF-deletion strains

(sok2D and ecm22D) had not been reported in

a previous genomewide assay for MMS sensi-

tivity (6). The set also included seven of the

nine known cell-cycle regulators (12), as might

be expected given that DNA damage affects

cell-cycle progression (1). A search of the liter-

ature identified 15 TFs that had been previ-

ously associated with regulation of DNA repair

(13–15). Eight of these were also detected by

our systematic criteria; the remaining seven

were added to our list to yield a total of 30 TFs

associated with the DNA damage response.

We then used the technique of chromatin im-

munoprecipitation coupled with microarray chip

hybridization (ChIP-chip) to identify the MMS-

induced transcriptional network immediately

downstream of each TF (Fig. 2B). Exponentially

growing yeast cultures were exposed to 0.03%

MMS for 1 hour, resulting inÈ50% cell viability

(3, 6). At a significance threshold of P e 0.001,

a total of 5272 protein-DNA interactions with

2599 distinct genes were identified for the 30

factors. To reveal how the transcriptional

network was reprogrammed between damaging

and nondamaging conditions, we compared the

MMS-induced interactions for each TF to the

corresponding interactions as reported in nom-

inal (noninduced) growth conditions by Lee

et al. (11). Raw data from nominal condi-

tions were reanalyzed using a data process-

ing pipeline and significance threshold (P e

0.001) that were identical to those used for the

MMS experiments, yielding a total of 4996

protein-DNA interactions with 2588 distinct

genes for the same 30 factors in nominal

conditions. The detailed experimental methods

and raw data files (tables S1 to S4) are provided

in the supporting online material.

For each TF, we applied a pairwise statis-

tical analysis to score the overlap in promoter

binding between the damage-induced and non-

induced conditions (16). This method exploits

the dependency in P values of binding between

two related ChIP-chip data sets to identify TF-

promoter interactions with more sensitivity than

can be obtained if each data set were analyzed

separately (fig. S2). Using this method, the

number of promoters bound by each TF ranged

from 13 (Adr1 and Dig1) to 1078 (Ino4) with

an average of 214 per factor. Six factors bound

significantly (P G 0.05) more genes in the

presence of MMS, and conversely, eight factors

bound significantly more genes under nominal

growth conditions (Fig. 2B).

Several promoter sets were enriched for

DNA sequence binding motifs reported in the

literature (Table 1) (17–19). The observed shifts

in promoter binding for Cad1 and Hsf1 cor-

related with the known Cad1 and Hsf1 binding

motifs, which were enriched in the sets of

promoters bound before but not after MMS

exposure. We also used the ANN-Spec algo-

rithm (16, 20) to search each set of promoters

for motifs that had not been previously re-

ported. Four such motifs were found, associated

with Gcn4, Sko1, Ndd1, or Swi5, respectively

(Table 1). The GCTCGAAAA motif was found

upstream of 12 of 15 genes bound by Ndd1 in the

presence ofMMS, but was found upstream of only

3 of 30 genes bound in the absence ofMMS. Such

motifs may have been missed in past analyses

because they are not active before damage

exposure. They may represent DNA binding se-

quences bound directly by the associated factor

(Gcn4, Sko1, Ndd1, or Swi5) upon posttrans-

lational modification, or alternatively, they may be

bound by a different TF that is coordinately re-

cruited to the promoters after MMS treatment.

To identify combinations of TFs that regu-

late genes in common, we scored the signifi-

cance of overlap between the gene sets bound

by each pair of the 30 TFs (Fig. 3A) (hyper-

geometric test at P e 0.01). Cad1 was found to

pair with Yap1 in the absence of MMS but

paired with Hsf1 in the presence of MMS. Sev-

eral cell-cycle TFs that normally co-regulate

large numbers of genes (such as Fkh2 and Swi6

or Ace2 and Swi5) (12) no longer appeared to

do so after MMS treatment, perhaps because

DNA damage causes delayed progression

through the cell cycle. A prominent combination

that emerged after MMS treatment consisted of

Ino4 and six other factors (Dal81, Mcm1,

Rim101, Ecm22, Rpn4, and Uga3) from the

Bexpanded[ set, which regulated several hun-

dred genes in common (Fig. 3B). An additional

set of 9200 genes were targeted uniquely by

Ino4 both before and after damage exposure

(Fig. 3B), supporting a previous hypothesis that

Ino4 is a global regulator of gene expression (21).

Next, we sought to validate transcriptional

effects of the measured binding interactions and

to pinpoint the particular interaction pathways

involved in transmission of the damage response

signal. For this purpose, we used yeast genome

microarrays to monitor MMS-induced gene

expression changes across the viable knockout

strains (22) for the TFs found to be important in

the DNA damage response (16) (table S5). Of

the 30 TFs identified, 27 were nonessential

(Fig. 2A, column S) and could be profiled.

Hierarchical clustering over all genes confirmed

that these knockout profiles were globally more

similar to the responses of wild-type cells to

MMS Eas measured in this study and previously

(3, 4)^ than to the expression responses of

wild-type cells to other stress conditions (5, 23)
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(fig. S3). Furthermore, although È20% of the

transcriptional response to MMS may be due to

slowed cell cycle progression throughG
1
/S phase

(4, 5), most responsive genes were not period-

ically expressed during the cell cycle (fig. S4).

Processed expression data were analyzed to

identify genes that were genetically Bbuffered[
by one or more TF deletions. In this context,

we define Bdeletion buffering[ to mean an effect

in which genes that are normally differentially

expressed become unresponsive in a specific

knockout background. For each gene-TF combi-

nation, wild-type and knockout profiles were

analyzed to score the significance of the deletion-

buffering effect using a Bayesian scoring scheme

(fig. S5, table S6) (16). At P e 0.005, a total of

341 genes showed deletion buffering in the 27

knockouts, corresponding to 27 genes on average

over a range of 90 genes for the Adr1 knockout to

4 genes for the Ecm22 knockout (fig. S6).

As a positive control, we examined the

deletion-buffering results for Crt1 (Rfx1), a

transcriptional repressor of the ribonucleotide-

diphosphate reductase (RNR) complex that cat-

alyzes synthesis of new nucleotides during

DNA repair (24, 25). As expected, the expres-

sion levels of RNR2, 3, and 4 were deletion-

buffered in the crt1D strain but not in most

other strains, and Crt1 bound the promoters of

these genes before but not after MMS treatment

(Fig. 4A; fig. S7). Many of the remaining

deletion-buffering events represent previously un-

documented regulatory relationships. For ex-

ample, contrary to a previous report (26), we

found that both members of the Swi4-Swi6

complex could bind the DUN1 promoter and

were required for the DUN1 transcriptional re-

sponse (Fig. 4, B and C).

Beyond validation of individual interactions,

the deletion-buffering analysis provided insights

into the damage response system as a whole.

Paradoxically, the set of genes that are differen-

tially expressed in response toDNAdamage does

not significantly overlap with the set of genes

required for growth under damaging conditions

(7, 9). Our new expression data confirmed these

findings for MMS, but also showed that the

number of genes buffered by a TF knockout

was highly correlated with its degree of MMS

sensitivity (r 0 0.72) (Fig. 4D). For example,

adr1D, the most sensitive TF knockout in our

study, also buffered the largest number of

genes. Thus, the TFs most essential for cellular

recovery after MMS exposure are, apparently,

also the most central to the MMS transcription-

al response.

The opposite of deletion buffering is de-

letion enhancement, that is, genes that are

MMS responsive in a TF deletion strain but

not in the wild type. Deletion enhancement

was a much rarer event than deletion buffer-

ing. At the same P-value threshold, only 16

genes showed deletion enhancement, whereas

341 showed deletion buffering (table S7). TFs

associated with deletion enhancement appear to

be required to maintain stable expression of a set

of genes, which becomeMMS responsive in their

absence.

Only 11% of the observed deletion-buffering

events (37 out of 341) coincided with a direct

ChIP-chip binding interaction (fig. S8). Such

low overlap might occur for two reasons. First,

failure to detect deletion buffering does not

necessarily invalidate TF-promoter binding.

Second, an observed deletion-buffering effect

might be indirect, that is, mediated by longer

regulatory pathways connecting the deleted TF

to its regulated gene through one or more in-

termediate factors.

To identify these longer pathways, we ap-

plied a Bayesian modeling procedure (27) to

search the known physical network for the

smallest set of paths (of two interactions)

that were supported by the largest number

of deletion-buffering events (16). Types of

regulatory pathways identified are shown in

Fig. 5A. The physical network consisted of TF-

promoter binding interactions from (i) the 5272

interactions measured in the presence of MMS

for the 30 TFs in our study; (ii) the 4996 in-

teractions measured for these TFs under nom-

inal conditions; and (iii) 5903 interactions for

the 74 additional TFs assayed by Lee et al.

(11), also in nominal conditions. We also in-

cluded (iv) a set of 14,319 high-throughput

protein-protein interaction measurements from

the Database of Interacting Proteins (28). These

protein-protein interactions were measured in

cells grown in the absence of MMS and hence

might or might not be present in MMS-treated

cells. In the combined network, a link from

protein A to B represented the observation that

protein A directly targets the promoter of the

gene encoding protein B Esources (i) through

(iii)^ or that proteins A and B physically interact

Esource (iv)^.
In total, we identified 68 buffering events

that validated 88 longer paths. These paths

were combined with the 37 direct effects iden-

tified earlier to formulate a model of the tran-

scriptional response to MMS (Fig. 5B; tables

S8 and S9). This model explains the MMS

expression response of 82 genes and provides

the basic scaffold on which interprocess com-

munication is achieved in the transcriptional

response to an alkylating agent. At the core of

the model are the known damage response

genes RNR1, RNR2, RNR4, RFA1, RFA2, DIN7,

DUN1, and MAG1 (3). Although some of the

TFs regulating these genes are expected on the

basis of previous studies (e.g., Swi4, Swi6, or
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Crt1), many others would not have been pre-

dicted, including those that have been previ-

ously associated with lipid metabolism (Ino4),

stress response (e.g., Yap5), or cyclic adenosine

5¶-monophosphate–dependent signal transduc-

tion (Sok2). Overall, the model highlights

extensive regulatory cross-talk among the

processes of DNA replication and repair, cell

cycle and cell-cycle arrest, stress responses, and

metabolic pathways.

Every path of length two implicates an

intermediate factor that is expected to regu-

late a set of genes similar to that regulated by

the deleted TF. Some of these paths (6 out

of 88), such as Dal81YPdr1YHOR7 and

Fkh2YAce2YZWF1, were already consistent

with available data for both the source (e.g.,

Dal81 or Fkh2) and the intermediate (e.g., Pdr1 or

Ace2) factor, because both TFs were already

included among the 27 assayed (BReinforcing[ or
BFeed-forward loop[ in Fig. 5A). Other paths

included intermediate factors for which the

transcription profiles were implied but untested

(BIndirect[ in Fig. 5A), suggesting follow-up

experiments to refine the model.

Swi6 is thought to bind DNA in a complex

with either Swi4 or Mbp1 (29). To discriminate

which Swi6 targets were Mbp1 dependent, we

analyzed an mbp1 knockout strain. The set of

genes deletion-buffered by mbp1D was found to

overlap with the swi6D-buffered set, including

the genes RNR1 and DIN7 (Fig. 5C). Thus,

RNR1 and DIN7 appear to depend on both

Mbp1 and Swi6 for proper regulation.

Noting that loss of Rtg3 caused deletion buf-

fering of many downstream genes through the

path Rtg3YIno4, we investigated whether loss

of Rtg1, a binding partner of Rtg3 (30), would

produce a similar outcome. Indeed, loss of Rtg1

buffered many genes that were bound by Ino4

(Fig. 5C). However, the sets of Rtg1 versus

Rtg3 deletion-buffered genes did not strongly

overlap. Thus, in response to MMS exposure,

Rtg1 and Rtg3 appear to collaborate with Ino4

to regulate a battery of genes (whose products

influence phospholipid metabolism and retro-

grade transport), but their functional roles are

not interchangeable.

We have integrated TF binding profiles with

genetic perturbations, mRNA expression, and

protein interaction data to reveal direct and

indirect interactions between TFs and MMS-

responsive genes. The result is a highly inter-

connected physical map of regulatory pathways

supported by both binding and deletion-buffering

profiles. Some relations in this map are con-

firmed by previous studies, but most represent

the basis for new hypotheses. As systems-level

approaches continue to map the connectivity of

large cellular systems, an important goal will be

to make these maps even more integrative and to

learn how to use them to predict the effects of

different drugs, dosages, and genetic disposi-

tions on pathway function.
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Lamin A–Dependent Nuclear
Defects in Human Aging
Paola Scaffidi and Tom Misteli*

Mutations in the nuclear structural protein lamin A cause the premature aging syndrome
Hutchinson-Gilford progeria (HGPS). Whether lamin A plays any role in normal aging is unknown.
We show that the same molecular mechanism responsible for HGPS is active in healthy cells.
Cell nuclei from old individuals acquire defects similar to those of HGPS patient cells, including
changes in histone modifications and increased DNA damage. Age-related nuclear defects are
caused by sporadic use, in healthy individuals, of the same cryptic splice site in lamin A whose
constitutive activation causes HGPS. Inhibition of this splice site reverses the nuclear defects
associated with aging. These observations implicate lamin A in physiological aging.

M
utations in the lamin A gene (LMNA)

are responsible for the premature

aging disease Hutchinson-Gilford

progeria syndrome (1–3). The most prevalent

HGPS mutation (heterozygous Gly608YGly608

with C changed to T) leads to a splicing

defect and consequent generation of a trun-

cated, dominant gain-of-function lamin A

isoform (2, 3). HGPS patient cells have var-

ious defects in nuclear structure and function

(4–6). They are characterized by dysmorphic

nuclear shape (4), increased DNA damage

(5), and down-regulation of several nuclear

proteins, including the heterochromatin pro-

tein HP1 and the LAP2 group of lamin A–

associated proteins (6). Furthermore, HGPS

cells have altered histone modification pat-

terns, including reduced heterochromatin-

specific trimethylation of Lys9 on histone

H3 (Tri-Me-K9H3) (6).

It has not been clear how HGPS relates to

normal aging and whether lamin A plays any

role in the physiological aging process (7, 8).

To address these questions, we determined

whether HGPS-like nuclear defects occurred

in cells from normally aged individuals. Mul-

tiple skin fibroblast cell lines from old (81 to
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